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Abstract—Kinematic models that account for deformation due to applied loads have recently been developed for a variety of continuum robots. In these cases, a set of nonlinear differential equations with boundary conditions must often be solved to obtain the robot shape. Thus, computing manipulator Jacobians and compliance matrices efficiently is not straightforward. In this paper, we propose a method for obtaining an arc length parametrized Jacobian and compliance matrix. Our approach involves obtaining an augmented Jacobian by propagating the necessary partial derivatives through the model equations, resulting in a new set of differential equations. These equations can be solved as an initial value problem, via a single numerical integration. Our method can be generally applied to various continuum robot architectures, regardless of the specific actuation system used. We provide a specific case study using this method to obtain the Jacobian for a concentric-tube robot.

I. INTRODUCTION

When no external loads are applied, many continuum robot architectures will assume an approximately piecewise constant curvature shape [1], as indicated by modeling results in [2], [3]. In these cases, the robot’s forward kinematic model can be written in closed form and the Jacobian can be derived using geometric arguments (see for example [4], [5], [6], [7], [8]).

However, when the robot’s actuators do not cause it to approximate piecewise constant curvature and/or external loading causes the robot to deform, robot shape is defined by a set of differential equations with boundary conditions. In this paper we start with the existence of a general kinematic model of this form. Models for a variety of continuum robots have been expressed in this way, including cable-driven robots [9], [10], [11], soft pneumatic robots [12], and concentric-tube robots [13], [14]. In all these cases, efficiently obtaining the robot’s Jacobian is challenging, due to the computational complexity of the kinematic model.

Gravagne and Walker have provided a planar formulation for the Jacobian and compliance matrix of an externally loaded continuum robot where the actuators provide a set of discrete or continuous torques along the length [9]. Jones et al. [10] suggested a method for obtaining the manipulator Jacobian for a 3D tendon-actuated robot under external loading, by using a Cosserat-road-based model and applying finite differences to approximate the Jacobian. Our proposed method generalizes these approaches to include continuum robots of various architectures and actuation strategies, and provides exact equations to calculate the Jacobian which do not require finite differences.

We provide a specific case study in this paper applying our framework to concentric tube robots [15], [14], [13], which are also known as “active cannulas” due to their potential medical applications. Even without external loads, the kinematics of an active cannula is defined by a nonlinear boundary value problem. Our case study illustrates the ability of the framework described in this paper to obtain the arc length parameterized manipulator Jacobian when an arbitrary cannula design is subject to external loads. It also provides an arc length parameterized compliance matrix mapping displacement of any point along the robot to a point wrench applied at the end effector.

II. PROBLEM STATEMENT

Models for the deformation of continuum robots with actuator values \( q \) and under a six degree-of-freedom point wrench \( w \) can be written in the following form [13], [10], [12]:

\[
\begin{align*}
g'(s) &= \hat{g}(\xi(y)), \\
y'(s) &= f(s, y, g, q, w)
\end{align*}
\]

where \( g(s) \in SE(3) \) is a homogeneous transformation defining the backbone location and orientation at arc length \( s \), \( \xi \in se(3) \) (a body frame twist describing how \( g \) evolves in \( s \), see [16]) is a function of a set of variables \( y \), and the \( ' \) denotes a derivative with respect to \( s \).

At the base of the robot \( s = 0 \), some subset of the elements of \( y \) are unknown, which we denote \( y_u \). These unknown variables typically include torsional and bending strains. The initial position and orientation \( g \), and the remaining elements of \( y \), denoted by \( y_k \), may be specified in terms of \( y_u \) and the actuator positions \( q \). Thus, the boundary conditions at the proximal end of the robot are:

\[
\begin{align*}
g(0) &= H(y_u(0), q, w), \\
y_k(0) &= h(y_u(0), q, w).
\end{align*}
\]

At the distal end of the robot \( s = \ell \), there are general boundary conditions to be satisfied:

\[
b(y(\ell), q(\ell), w) = 0.
\]

Shooting methods can be used to solve such boundary value problems (BVP’s). Since \( b \) is a function of the unknown initial conditions \( y_u \), a shooting method consists of using a nonlinear root-finding algorithm to iteratively converge on
values for \( y_u \) which satisfy \( b = 0 \). For a particular value of \( y_u(0) \), evaluation of \( b \) simply requires numerical integration of the initial value problem, which can be computed using standard methods such as the Runge-Kutta or Adams-Bashforth families of algorithms.

We are interested in obtaining the spatial manipulator Jacobian, which is defined as follows [16]:

\[
J^* = \left[ \begin{array}{c} \left( \frac{\partial g}{\partial q_1} g^{-1} \right)^{\lor} \\ \vdots \\ \left( \frac{\partial g}{\partial q_n} g^{-1} \right)^{\lor} \end{array} \right].
\]

Similarly, we define the spatial manipulator compliance matrix with respect to a tip wrench as,

\[
C^* = \left[ \begin{array}{c} \left( \frac{\partial g}{\partial w_1} g^{-1} \right)^{\lor} \\ \vdots \\ \left( \frac{\partial g}{\partial w_6} g^{-1} \right)^{\lor} \end{array} \right].
\]

These matrices can be generalized as continuous functions of arc length, and thus describe the motion of the entire robot with respect to changes in the actuator positions or the components of an applied wrench as,

\[
(\dot{g}(s) g^{-1}(s))^{\lor} = J^*(s, q, w) \dot{q} + C^*(s, q, w) \dot{w},
\]

where the dot denotes a derivative with respect to time.

A straightforward approach to approximating \( J^* \) and \( C^* \) is to use a finite difference approximation on the BVP to compute each partial derivative. Thus, if \( g(s) \) is the solution of the BVP given by (1), (2), and (3), the columns of the Jacobian and compliance matrix are given by

\[
J^*_i \approx \left( \frac{g_i(s) - g(s)}{\Delta q_i} g(s)^{-1} \right)^{\lor} \quad i = 1 \ldots n,
\]

\[
C^*_i \approx \left( \frac{g_i(s) - g(s)}{\Delta w_i} g(s)^{-1} \right)^{\lor} \quad i = 1 \ldots 6,
\]

where \( g_i(s) \) is the solution of the BVP with \( q_i = q_i + \Delta q_i \) or \( w_i = w_i + \Delta w_i \) respectively, and \( n \) is the number of actuators. Using this method (which we henceforth call BVP finite differences), the manipulator Jacobian and compliance matrix are obtained after \( n + 6 \) solutions of the boundary value problem. To increase computational efficiency, it is desirable to have a method which uses information from the related initial value problem (IVP) instead. In the next section, we describe such a method. It is based on building an augmented Jacobian matrix for the IVP problem which treats the actuator positions, the elements of the tip wrench, and the unknown initial conditions simultaneously as independent variables.

III. IVP JACOBIANS AND COMPLIANCE MATRICES

In this section, we consider the initial value problem below which is identical to our original boundary value problem given by (1), (2), and (3), except that the initial conditions are now specified for all variables, and the distal boundary conditions have been removed:

\[
y_u(0) = y_{u,0}
g(0) = H(y_u(0), q, w)
y_u(0) = h(y_u(0), q, w)
\]

\[
g' = g\xi(y)
y' = f(s, y, q, w)
\]

We define a Jacobian matrix \( E \) with respect to the solution of this IVP, consisting of sub-matrices \( E_q, E_w, \) and \( E_u \) which describe changes in \( g \) in with respect to changes in \( q, w, \) and \( y_u(0) \) respectively as,

\[
E = [E_q \ E_w \ E_u],
\]

\[
E_q = \left[ \begin{array}{c} \left( \frac{\partial g}{\partial q_1} g^{-1} \right)^{\lor} \\ \vdots \\ \left( \frac{\partial g}{\partial q_n} g^{-1} \right)^{\lor} \end{array} \right],
\]

\[
E_w = \left[ \begin{array}{c} \left( \frac{\partial g}{\partial w_1} g^{-1} \right)^{\lor} \\ \vdots \\ \left( \frac{\partial g}{\partial w_6} g^{-1} \right)^{\lor} \end{array} \right],
\]

\[
E_u = \left[ \begin{array}{c} \left( \frac{\partial g}{\partial y_{u,1}(0)} g^{-1} \right)^{\lor} \\ \vdots \\ \left( \frac{\partial g}{\partial y_{u,6}(0)} g^{-1} \right)^{\lor} \end{array} \right].
\]

Similarly, we construct matrices \( B_q, B_w, \) and \( B_u \) which describe the change in the function \( b \) defined in (3) as,

\[
B = [B_q \ B_w \ B_u],
\]

\[
B_q = \frac{\partial b}{\partial q}, \quad B_w = \frac{\partial b}{\partial w}, \quad B_u = \frac{\partial b}{\partial y_{u}(0)}.
\]

Using the above definitions, one can write down the time derivative of the robot pose, as well as the rate of change of the boundary condition function in terms of the time derivatives of \( q, w, \) and \( y_u(0) \) as,

\[
(\dot{g} g^{-1})^{\lor} = E_q \dot{q} + E_w \dot{w} + E_u \dot{y}_{u}(0)
\]

\[
\dot{b} = B_q \dot{q} + B_w \dot{w} + B_u \dot{y}_{u}(0).
\]

Now, if the original boundary value problem has been solved, we want \( b \) to remain at zero for any \( \dot{q} \) and \( \dot{w} \). Thus, if we set \( \dot{b} = 0 \) in (7), we can solve for the \( \dot{y}_{u}(0) \) which will continue to satisfy the boundary conditions, namely,

\[
\dot{y}_{u}(0) = -B_u^\dagger (B_q \dot{q} + B_w \dot{w})
\]

Substituting the result into (6) yields

\[
(\dot{g} g^{-1})^{\lor} = (E_q - E_u B_u^\dagger B_q) \dot{q} + (E_w - E_u B_u^\dagger B_w) \dot{w},
\]

from which we can see that the actual manipulator Jacobian and compliance matrix (as continuous functions of \( s \)) can be expressed in terms of the initial value Jacobians as follows,

\[
J^*(s) = E_q(s) - E_u(s) B_u^{-1} B_q
\]

\[
C^*(s) = E_w(s) - E_u(s) B_u^{-1} B_w.
\]
IV. IVP MATRICES VIA FINITE DIFFERENCES

If \( g(s) \) is the solution of the BVP, it is straightforward to approximate the columns of \( E \) and \( B \) matrices from a finite difference method on the IVP as follows:

\[
E_{q,i} \approx \left( \frac{g_i(s) - g(s)}{\Delta q_i} - g^{-1}(s) \right)^\vee, \quad B_{q,i} \approx \frac{b_i - b}{\Delta q_i},
\]

\[
E_{w,i} \approx \left( \frac{g_i(s) - g(s)}{\Delta w_i} - g^{-1}(s) \right)^\vee, \quad B_{w,i} \approx \frac{b_i - b}{\Delta w_i},
\]

\[
E_{u,i} \approx \left( \frac{g_i(s) - g(s)}{\Delta y_{u,i}(0)} - g^{-1}(s) \right)^\vee, \quad B_{u,i} \approx \frac{b_i - b}{\Delta y_{u,i}(0)},
\]

where \( g_i(s) \) is the solution of the BVP with \( q_i = q_i + \Delta q_i \), \( w_i = w_i + \Delta w_i \), or \( y_{u,i} = y_{u,i} + \Delta y_{u,i} \) respectively.

With this method (which we call IVP finite differences), the Jacobian and compliance matrices are obtained after \( n + m + 6 \) numerical integrations of the IVP problem defined in (5), where \( m \) is the number of elements in \( y_u(0) \). This requires much less computation than the finite difference BVP algorithm in (4) because when using a shooting method, each BVP solution usually requires \( m \) IVP integrations to obtain the gradients and move one step. Thus, even if the shooting method converges in a single step (which is not guaranteed), the number of IVP integrations required by implementation of (4) is \( (m)(n + 6) \).

Next, we propose a method which is not based on finite difference approximations, but on deriving a new set of differential equations which define \( E \) and \( B \) exactly. Using this method, \( E \) and \( B \) are obtained after one integration of an IVP (albeit a much larger one than the one required for forward kinematics). Our simulation results in Section VI show that this method provides an improvement in efficiency over both BVP and IVP finite differencing, although it is not as easily parallelizable as the IVP finite differencing approach.

V. DERIVATIVE PROPAGATION APPROACH

As a brief aside to illustrate our basic approach in derivative propagation, consider a simple example IVP,

\[
y(0) = h(q), \quad y' = f(s, y),
\]

and suppose that we are interested in obtaining a matrix \( V \) describing how \( y \) changes with respect to \( q \), namely,

\[
V = \frac{\partial y}{\partial q}.
\]

We can differentiate \( V \) with respect to \( s \), and use (10) to obtain

\[
\frac{dV}{ds} = \frac{d}{ds} \left( \frac{\partial y}{\partial q} \right) = \frac{\partial }{\partial q} \left( \frac{dy}{ds} \right) = \frac{\partial f}{\partial q} \frac{\partial y}{\partial y}.
\]

Then, taking the partial derivative of the initial conditions, we obtain an IVP that defines \( V \)

\[
V(0) = \frac{\partial h}{\partial q}, \quad \frac{dV}{ds} = \frac{\partial f}{\partial y} V.
\]

The above technique is often used in the implementation of shooting methods to supply derivative information for the update step, and we will adapt this technique in the subsection below to obtain \( E \) and \( B \) for the more complicated IVP defined in (5).

A. IVP Matrices Via Derivative Propagation

We wish to obtain a differential equation which defines the matrix \( E \). To derive this, we first consider the \( i^{\text{th}} \) column of the matrix \( E_q \)

\[
E_{q,i} = \left( \frac{\partial g_i}{\partial q_i} - g^{-1}(s) \right)^\vee.
\]

We can derive an expression for its arc length derivative as follows:

\[
\frac{d}{ds} E_{q,i} = \left( \frac{\partial }{\partial q_i} \left( \frac{dg_i}{ds} \right) g^{-1} + \frac{\partial g_i}{\partial q_i} \frac{d}{ds} \left( g^{-1} \right) \right)^\vee = \left( \frac{\partial g_i}{\partial q_i} \frac{\partial g_i}{\partial q_i} g^{-1} + \frac{\partial g_i}{\partial q_i} \frac{d}{ds} \left( g^{-1} \right) \right)^\vee = \left( g_i \frac{\partial g_i}{\partial q_i} g^{-1} \right)^\vee = Ad_g \frac{\partial g_i}{\partial q_i},
\]

where we have used \( g' = g \xi \), and the fact that \( \frac{d}{ds} \left( g^{-1} \right) = -\xi g^{-1} \).

\( Ad_g \) is the adjoint transformation of \( g \), defined as

\[
Ad_g = \begin{bmatrix} R & \hat{p}R \\ 0 & R \end{bmatrix}.
\]

One can similarly obtain expressions for the columns of \( E_w \) and \( E_u \). Thus, the derivative of \( E \) is given by,

\[
E' = Ad_g \begin{bmatrix} \frac{\partial \xi}{\partial q} & \frac{\partial \xi}{\partial w} & \frac{\partial \xi}{\partial y_u(0)} \end{bmatrix} = Ad_g \frac{\partial \xi}{\partial y} V,
\]

where,

\[
V = [V_q, V_w, V_u],
\]

\[
V_q = \frac{\partial y}{\partial q}, \quad V_w = \frac{\partial y}{\partial w}, \quad V_u = \frac{\partial y}{\partial y_u(0)}.
\]

The columns of \( B \) can be expressed as

\[
B'_{q,i} = \frac{\partial b_i}{\partial y} V_{q,i} + \frac{\partial b_i}{\partial \text{vec}(g)} \text{vec} \left( \hat{E}_{q,i} g \right) + \frac{\partial b_i}{\partial q_i},
\]

\[
B'_{w,i} = \frac{\partial b_i}{\partial y} V_{w,i} + \frac{\partial b_i}{\partial \text{vec}(g)} \text{vec} \left( \hat{E}_{w,i} g \right) + \frac{\partial b_i}{\partial w_i},
\]

\[
B'_{u,i} = \frac{\partial b_i}{\partial y} V_{u,i} + \frac{\partial b_i}{\partial \text{vec}(g)} \text{vec} \left( \hat{E}_{u,i} g \right),
\]

where \( \text{vec}() \) simply reshapes a matrix into a column vector, and we use \( \frac{\partial b()}{\partial \cdot} \) to denote the partial derivative of the function \( b(y, f(\ell), q, w) \) with respect to the argument appearing in the given term’s denominator. This is necessary because \( q \) and \( w \) affect the value of \( b \) both directly and also indirectly through changes in \( y(\ell) \) and \( g(\ell) \).

We now only need an equation for \( V \) to have a complete set of equations defining \( E \) and \( B \). The necessary procedure
is analogous to (11). For the \( i \)th columns of \( V_q, V_w, \) and \( V_u \) we have

\[
V_{q,i}' = \frac{\partial f()}{\partial y} V_{q,i} + \frac{\partial f()}{\partial w_i} V_{w,i} + \frac{\partial f()}{\partial q_i} V_{u,i},
\]

\[
V_{w,i}' = \frac{\partial f()}{\partial y} V_{w,i} + \frac{\partial f()}{\partial w_i} V_{w,i} + \frac{\partial f()}{\partial q_i} V_{u,i},
\]

\[
V_{u,i}' = \frac{\partial f()}{\partial y} V_{u,i} + \frac{\partial f()}{\partial w_i} V_{u,i} + \frac{\partial f()}{\partial q_i} V_{u,i},
\]

(15)

where we have used (12) to substitute in for \( \frac{\partial g}{\partial y} \). At \( s = 0 \) it is straightforward to calculate the \( V(0) \) and \( E(0) \) from the initial conditions.

\[
V(0) = \left[ \begin{array}{c} \frac{\partial y(0)}{\partial q} \\ \frac{\partial y(0)}{\partial w} \\ \frac{\partial y(0)}{\partial u} \end{array} \right],
\]

\[
E_{q,i}(0) = \left( \frac{\partial H}{\partial q_i} g(0) \right)^{-1},
\]

\[
E_{w,i}(0) = \left( \frac{\partial H}{\partial w_i} g(0) \right)^{-1},
\]

\[
E_{u,i}(0) = \left( \frac{\partial H}{\partial u_i} g(0) \right)^{-1}.
\]

(16)

We now have an IVP, consisting of (13), (14), (15), and (16), which when integrated simultaneously with the equations in (5), yields the initial value matrices \( E \) and \( B \) from which we can obtain \( J^s \) and \( C^s \) using (8) and (9). Furthermore, we obtain the matrix \( B_u \), which we can in our shooting method to solve the boundary value problem efficiently.

VI. CASE STUDY: A CONCENTRIC-TUBE ROBOT

In this section we apply the methods derived above to obtain a continuous set of Jacobians and compliance matrices along the length of a concentric-tube robot, or active cannula. A model for the statics of an active cannula under external loads has been derived [13], and we give a brief, self-contained summary of that model here before applying the methods of Section V.

We first assign homogeneous reference frames along each precurved tube, consisting of a position vector \( r_i^*(s) \) and rotation matrix \( R_i^*(s) \). By convention, the frame is chosen so that the \( z \)-axis of \( R_i^*(s) \) remains tangent to the curve such that,

\[
g_i^*(s) = \begin{bmatrix} R_i^*(s) \end{bmatrix}_T r_i^*(s) \]

The precurvature vector of each tube is then given by

\[
u_i^*(s) = \left( R_i^*(s)^T R_i^*(s) \right)^{0.5}.
\]

The cross sectional geometry and material properties of each tube give rise to a stiffness matrix,

\[
K_i = \begin{bmatrix} E_i I_i & 0 & 0 \\ 0 & E_i I_i & 0 \\ 0 & 0 & G_i J_i \end{bmatrix},
\]

where \( E_i \) is Young’s modulus, \( I_i \) is the second moment of area of the tube cross section, \( G_i \) is the shear modulus, and \( J_i \) is the polar moment of inertia of the tube cross section.

The precurvature vector of each tube is then given by

\[
u_i^*(s) = \left( R_i^*(s)^T R_i^*(s) \right)^{0.5}.
\]

The cross sectional geometry and material properties of each tube give rise to a stiffness matrix,

\[
K_i = \begin{bmatrix} E_i I_i & 0 & 0 \\ 0 & E_i I_i & 0 \\ 0 & 0 & G_i J_i \end{bmatrix},
\]

where \( E_i \) is Young’s modulus, \( I_i \) is the second moment of area of the tube cross section, \( G_i \) is the shear modulus, and \( J_i \) is the polar moment of inertia of the tube cross section.

In the general model of [13], these are allowed to vary with the arc length of the tube, but for simplicity of exposition, here we will assume that they are constant.

A Cosserat-rod approach is then used to derive a set of differential equations governing the rod shape:

\[
\begin{align*}
g' &= g^\xi \theta', \\
\theta' &= u_{i,z} - u_{i,1},
\end{align*}
\]

\[
\begin{bmatrix} u_{i,x} \\ u_{i,y} \end{bmatrix} = -K^{-1} \left( \sum_{i=1}^n R_{1i} K_{ii} \theta_i dR_{1i} \right) u_i - \hat{u}_i^* \]

\[
+ \hat{u}_i K_i (u_i - \hat{u}_i^*) + \tilde{e}_i R_i^T w_f \bigg|_{x,y}
\]

\[
u_i' = u_i' + \frac{E_i I_i}{G_i J_i} (u_{i,x} u_{i,y} - u_{i,y} u_{i,z}).
\]

(17)

where \( \theta_i \) defines the axial angle of the \( i \)th tube relative to the tube taken as a reference, \( w_f \) is the force in the applied tip wrench, \( K = \sum_{i=1}^n K_i \), and \( R_{1i}, u_i, \) and \( \xi \) are expressed using the state variables \( y = [\theta_2, ..., \theta_n, u_{1,x}, u_{1,y}, u_{1,z}, u_{2,y}, ..., u_{n,z}] \) as follows:

\[
R_{1i} = \begin{bmatrix} \cos \theta_i & -\sin \theta_i & 0 \\ \sin \theta_i & \cos \theta_i & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

\[
u_i = R_{1i}^T u_i + \theta_i e_3, \quad \xi = [0 \quad 0 \quad 1 \quad u_i^T]^T.
\]

We can see that (17) is of the form given in (1). At \( s = 0 \), the unknown variables are \( y_u = [u_{1,x}, u_{1,y}, u_{1,z}, u_{2,y}, ..., u_{n,z}] \).

As in (2), the rest of the initial variables and the initial pose can be specified in terms of these unknown quantities and the actuator values as follows:

\[
\begin{bmatrix} r(0) \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T,
\]

\[
R(0) = \begin{bmatrix} \cos (\alpha_1 + D_1 u_{1,z}) & -\sin (\alpha_1 + D_1 u_{1,z}) & 0 \\ \sin (\alpha_1 + D_1 u_{1,z}) & \cos (\alpha_1 + D_1 u_{1,z}) & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

\[
\theta_i = (\alpha_i + D_i u_{i,z}) - (\alpha_1 + D_1 u_{1,z}),
\]

where the actuator value vector \( q \) consists of the rotations and translations of each tube, \([\alpha_1, ..., \alpha_n, D_1, ..., D_n] \), shown in Fig. 1.

In the common case that the innermost tube (tube 1) extends further than the other tubes, the internal moment at its tip must be equal to the moment of the externally...
applied wrench. At the end of each of the other tubes, the axial component of the internal moment must be zero. This leads to the following boundary condition functions:

\[
\begin{align*}
\mathbf{u}_1(\ell_1) - \mathbf{u}^*_1(\ell_1) - K_i^{-1} R_i^T \mathbf{w}_m &= \mathbf{0} \\
\mathbf{u}_{i,z}(\ell_i) - \mathbf{u}^*_{i,z}(\ell_i) &= \mathbf{0},
\end{align*}
\]

where \( \ell_i \) is the arc length where tube \( i \) ends.

At arc length points where a tube undergoes a step change in curvature or ends, the total internal moment must be continuous. This can lead to a discontinuous solution for \( \mathbf{u}_1 \), and \( \mathbf{u}_{i,z} \), and there are transition conditions which algebraically relate the variables on either side of the transition point. They are

\[
\begin{align*}
\mathbf{u}_1^+ &= K^{-1} \left( K^{-1} \mathbf{u}_1^- + \sum_{i=1}^{n} R_{i1} \left( K_i^+ \left( \mathbf{u}^+_i - \theta^+_i e_3 \right) \\
&- K_i^- \left( \mathbf{u}^-_i - \theta^-_i e_3 \right) \right) \right) \\
\mathbf{u}^*_{i,z} &= \mathbf{u}^-_{i,z} + \mathbf{u}^*_{i,z} - \mathbf{u}^-_{i,z},
\end{align*}
\]

where \( + \) and \( - \) denote the value on the distal and proximal side of the transition point. For general transition conditions of the form \( \mathbf{y}^+ = f_i(\mathbf{y}^-) \), the transition conditions for \( V \) can be written using the chain rule. For instance:

\[
V^+_q = \frac{\partial f_i}{\partial \mathbf{y}} V^-_q.
\]

In the case of the concentric tube model, the arc length location where the transition occurs may also be dependent on \( D_i \). At these locations, the columns \( V_{D_i} \) and \( J_{D_i} \), transition across the boundary as follows:

\[
\begin{align*}
V^+_{D_i} &= \frac{\partial f_i}{\partial \mathbf{y}} \left( V^-_{D_i} - f(s, \mathbf{y}^-, g, w) \right) + f(s, \mathbf{y}^+, g, w) \\
J^+_{D_i} &= J^-_{D_i} - Ad_g \xi^- + Ad_g \xi^+.
\end{align*}
\]

A. Simulations Evaluating Computational Efficiency

We now provide simulation results using the model above for a concentric-tube robot with three tubes. Each tube has a straight section at its proximal end followed by a distal section with constant curvature. The diameters, lengths, curvatures, and mechanical properties of the tubes used in our simulation are provided in Table I.

We compare the computational efficiency of the three approaches in this paper in Table II. The Jacobian was calculated at 100 evenly distributed configuration-space points using three numerical integration schemes with a fixed arc length step size of 0.01 m, a fourth/fifth and a second/third order Runge-Kutta scheme and a fourth order Adams-Bashforth multi-step method. All were implemented in MATLAB, running in the Windows operating system, on a laptop computer with a 2.8 GHz dual core processor. The derivative propagation approach shows a clear advantage over the other methods.

B. Resolved Rates Servoing Simulation

We used the derivative propagation approach to solve the inverse kinematics problem via resolved rate servoing, commanding tip velocities in the desired direction. We commanded the tip of the cannula to trace the outline of the letter “V”, as shown in Fig. 2. To illustrate the correctness of the Jacobian when the robot is experiencing an external load, we performed the same simulation with a 0.4 N downward force applied to the tip of the cannula. Results of this simulation are shown in Fig. 3. Intuition suggests that the body of the robot will have to extend further upward in order to compensate for the load at its tip, and this behavior is visible in the figure.

VII. CONCLUSIONS

In this paper we have described a method for computing arc length parameterized Jacobians and compliance matrices

---

**Table I: Physical Parameters for Tubes used in Simulations**

<table>
<thead>
<tr>
<th>Tube 1 (Inner)</th>
<th>Tube 2 (Middle)</th>
<th>Tube 3 (Outer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Diameter (mm)</td>
<td>0.50</td>
<td>1.25</td>
</tr>
<tr>
<td>Outer Diameter (mm)</td>
<td>1.00</td>
<td>1.75</td>
</tr>
<tr>
<td>Straight Length (mm)</td>
<td>450</td>
<td>250</td>
</tr>
<tr>
<td>Curved Length (mm)</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Curvature (m⁻¹)</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Young’s Mod. (E) (GPa)</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Shear Mod. (J) (GPa)</td>
<td>23.1</td>
<td>23.1</td>
</tr>
</tbody>
</table>

---

Fig. 2: The three tube active cannula described in Table I traces the outline of the letter “V”. The inverse kinematic solution is achieved by computing the Jacobian and compliance matrix using the proposed approach. The inner, middle, and outer tubes are shown in red, blue, and black respectively.
for continuum robots described by differential equations with boundary conditions. These differential equations and boundary conditions arise in models of continuum robots that do not assume piecewise constant curvature in response to actuation and/or are subject to externally applied loads that cause appreciable deformation.

Our original boundary value problem defined in (1), (2), and (3) allows both the actuator actions and the external wrench to influence every aspect of the model, including the initial conditions, the governing equations, and the boundary conditions. For this reason, the approach developed in Section V is applicable to a wide variety of continuum robot architectures and actuation strategies including tendon, pneumatic, and concentric tube designs.

We foresee many future uses for these Jacobians and compliance matrices. The compliance matrix will be useful for force sensing, force control, and analysis during the design process and use of a given robot. Similarly, the Jacobian will enable evaluation of manipulability. It will also enable rapid inverse kinematics, control of any desired point along the robot, control of multiple points simultaneously, or in the limit as the number of points increases, shape control. This is useful for teleoperation, visual servoing, and many other applications. We anticipate that the ability to account for external loads and variable curvature along the length of the robot when calculating Jacobians and compliance matrices will facilitate new practical applications for continuum robots, particularly those where interaction with objects in the environment is required.
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